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Á�µWe study testing high-dimensional covariance matrices when data exhibit het-

eroskedasticity. The observations are modeled as Yi = ωiZi, where Zi’s are i.i.d. p-

dimensional random vectors with mean 0 and covariance Sigma, and ωi’s are random

scalars reflecting heteroskedasticity. The model is an extension of the elliptical distribu-

tion, and accommodates several stylized facts of real data including heteroskedasticity,

heavy-tailedness, asymmetry, etc. We aim to test H0 : Σ ∝ Σ0, in the high-dimensional

setting where both the dimension p and the sample size n grow to infinity propor-

tionally. We remove the heteroskedasticity by self-normalizing the observations, and

establish a CLT for the linear spectral statistic (LSS) of S̃n := p
n

∑n
i=1 YiY

T
i /|Yi|2 =

p
n

∑n
i=1 ZiZ

T
i /|Zi|2. The CLT is different from the existing ones for the LSS of the

usual sample covariance matrix Sn := 1
n

∑n
i=1 ZiZ

T
i ((Bai and Silverstein(2004), Najim

and Yao (2016))). Our tests based on the new CLT neither assume a specific paramet-

ric distribution nor involve the fourth moment of Zi. Numerical studies show that our

tests work well even when Zi’s are heavy-tailed.
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